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#### Abstract

Oscillators with a non-negative real-power restoring force are considered in this paper. This type of restoring force is related to systems with a quasi-zero stiffness characteristic or those in which the restoring force is purely nonlinear in nature. Examples of these types of restoring force are grounded in real physical and engineering systems. Periodic motion of such conservative oscillators is described first in a novel way by means of the elliptic function the parameters of which are obtained from the energy conservation law and Hamilton's variational principle. Then, the approach is extended to non-conservative oscillators by adjusting the elliptic Krylov-Bogoliubov method. The methods proposed for the conservative and non-conservative systems under consideration have wider applications than the existing one with respect to the power of the restoring force. Several examples, the majority of which are so far unsolved, are given to illustrate the methods proposed and to demonstrate their generality, which permits unforeseen solutions for motion, containing higher harmonics and assuring consistent accuracy regardless of the value of the power of the restoring force. The results obtained are compared with numerical results and have excellent accuracy.
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## 1. Introduction

In this paper single-degree-of-freedom autonomous oscillators with a non-negative real-power restoring force are considered

$$
\begin{equation*}
M \ddot{x}+F(x, \dot{x})+C \operatorname{sgn}(x)|x|^{\alpha}=0, \tag{1}
\end{equation*}
$$

where $M$ is a mass, $x$ is displacement, dots stand for the differentiation with respect to time $t, C$ is the coefficient of the restoring force and $\alpha$ is its power that can be any non-negative real number. The function $F$ stands for non-conservative forces which, in general, depend on the displacement and velocity. When $F=0$, the oscillators are conservative. The initial conditions are prescribed as

$$
\begin{equation*}
x(0)=X_{0}, \quad \dot{x}(0)=0, \tag{2}
\end{equation*}
$$

where $X_{0}$ is a positive real constant.
The non-negative real-power restoring force given by the last term in Eq. (1) can originate from two types of systems. The first type relates to the originally multi-term restoring force tuned to have a quasi-zero stiffness characteristic, which

[^0]is of interest for vibration isolation [1-3]. The second type arises in systems where the restoring force is purely nonlinear in nature. Practical examples of these systems are grounded in different fields of physics and engineering [4,5]. Some of them are micro-electro-mechanical systems: for instance, in an electrostatically operated micro mirror, the restoring force is proportional to the square of the deflection [6]; then, in a micro-actuator, the force-displacement relationship can have an exponent that ranges from 2 to 7 [7]. Further, suspension of the vehicle can be modelled in this way with the power being equal approximately to $\frac{3}{2}[8,9]$. Also, the interaction between the beads in the study of impulse propagation in a chain of elastic beads is characterized by the fractional-order potential with the exponent between 2.5 and 3 [10].

The conservative oscillators modelled by Eq. (1) with $F=0$ have been the subject of the extensive research. Rosenberg [11] presented their solution for motion in the form of newly created special Ateb functions. However, for the sake of convenience, many later studies have been devoted to describing the motion by using the trigonometric functions [12-15] or elliptic functions, which have been used for quadratic and cubic oscillators only [16-20]. The oscillators with a singleterm nonlinear restoring force are named 'truly nonlinear oscillator' by Mickens [21], whose work initiated series of papers in which these oscillators have been studied by different methods, such as the harmonic balance method, parameter expansions, iteration methods, variation methods, etc. (see, for example, [14-21] and the papers cited therein).

Among the papers concerned with the non-conservative oscillators modelled by Eq. (1), two main groups of studies can be distinguished. The first group of papers include those concerned with the oscillators with a fractional-order restoring force with the motion described by trigonometric functions. In [13], the van der Pol equation with $\alpha=\frac{1}{3}$ was studied by using phase-space techniques and the Lienard-Levinson-Smith theorem. Waluya and van Horssen [22] used the perturbation method based on integrating factors to derive approximate first integrals for the van der Pol oscillator in which $\alpha=(2 m+1) /(2 n+1)$, and $m, n \in N$. In [23], analytical approximations to the period of a generalized van der Pol equation were obtained by using various asymptotic methods. In [14], the Krylov-Bogoliubov method was extended to find the first approximation of motion the frequency of which was calculated from the exact period of the corresponding conservative oscillator. According to the author, the method gives good approximations for $1 \leq \alpha \leq 3$. The second group of papers comprises studies of the oscillators with a polynomial (integer-power) restoring force with the motion described by elliptic functions. Quadratic oscillator have been investigated by applying the elliptic perturbation method [24], the elliptic multiple scales method [25] and the elliptic Lindstedt-Poincaré method [26]. Following this work, Chen et al. [27] have recently proposed a perturbation method for determining the homoclinic solution of non-conservative quadratic oscillators with a generative solution that has the form of a hyperbolic function. Cubic oscillators have been studied by using the elliptic multiple scales method [25], the elliptic harmonic balance method [28], the elliptic Krylov-Bogoliubov method [28-30] and the elliptic Lindstedt-Poincaré method [31].

Although the elliptic functions are sometimes considered to be more difficult to work with than trigonometric functions, this work can be considerably simplified, accelerated and made to be more efficient if computer algebra and symbolic software are used $[17,18]$. Motivated by these possibilities as well with the fact that an elliptic function includes higher harmonics in itself, which can be of paramount importance in nonlinear problems, we seek for the solution of motion of the oscillator modelled by Eq. (1) by assuming it in the form

$$
\begin{equation*}
x(t)=A \operatorname{cn}[\psi, m(\alpha)], \tag{3}
\end{equation*}
$$

where $A$ is an amplitude of motion, while $\psi$, which depends on the frequency of the Jacobi elliptic function, and the parameter $m$ is unknown. It is proposed here to determine them from the energy conservation law and Hamilton's variational principle, respectively, as the functions of the arbitrary power $\alpha$. The solution given by Eq. (3) is then used as a generative one for the extension of the Krylov-Bogoliubov method to find the motion of non-conservative oscillators. In comparison to the existing techniques, the methods proposed in this paper for both conservative and non-conservative cases do not have any limitations regarding the value of the power of the nonlinear restoring force, and, thus, cover wider range of theoretical and practical problems, which are also accompanied with the excellent accuracy of the solutions obtained regardless of the value of $\alpha$.

## 2. Conservative oscillator: generative solution

In this section, the conservative oscillators modelled by Eq. (1) with $F=0$ are considered. Introducing non-dimensional (ND) displacement $\xi$ and time $\tau$

$$
\begin{equation*}
\xi=\frac{x}{X_{0}}, \quad \tau=\frac{t}{\sqrt{\frac{M}{C}} X_{0}^{(1-\alpha) / 2}} \tag{4}
\end{equation*}
$$

Eqs. (1) and (2) become

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \xi}{\mathrm{~d} \tau^{2}}+\operatorname{sgn}(\xi)|\xi|^{\alpha}=0, \quad \xi(0)=1, \quad \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}(0)=0 \tag{5}
\end{equation*}
$$

The corresponding energy integral of this system is

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}\right)^{2}+\frac{|\xi|^{\alpha+1}}{\alpha+1}=\frac{1}{\alpha+1} \tag{6}
\end{equation*}
$$

which yields the following expression for the period of oscillations [14,32]

$$
\begin{equation*}
T_{\mathrm{ex}}^{\mathrm{ND}}=4 \int_{0}^{1} \frac{\mathrm{~d} \xi}{\left|\frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}\right|}=4 \sqrt{\frac{\alpha+1}{2}} \int_{0}^{1} \frac{\mathrm{~d} \xi}{\sqrt{1-|\xi|^{\alpha+1}}} \tag{7}
\end{equation*}
$$

The exact period can be expressed by means of the Euler Gamma function $\Gamma$ and the power $\alpha$ as follows [14,32]:

$$
\begin{equation*}
T_{\mathrm{ex}}^{\mathrm{ND}}=4 \sqrt{\frac{\alpha+1}{2}} \frac{\sqrt{\pi} \Gamma\left[1+\frac{1}{1+\alpha}\right]}{\Gamma\left[\frac{1}{2}+\frac{1}{1+\alpha}\right]} \tag{8}
\end{equation*}
$$

Going back to dimensional variables and using Eq. (4), the period-amplitude relationship for the oscillators defined by Eq. (1) is

$$
\begin{equation*}
T_{\mathrm{ex}}(A)=\sqrt{\frac{M}{C}} T_{\mathrm{ex}}^{\mathrm{ND}} A^{(1-\alpha) / 2} \tag{9}
\end{equation*}
$$

where $A$ corresponds to the initial displacement, i.e. $A \equiv X_{0}$.
A truly nonlinear character of the oscillators under consideration, i.e. the fact that the power $\alpha$ can take any nonnegative real value, is the motivation to assume the approximate solution for motion by using the cn Jacobi elliptic function in place of the usual trigonometric functions

$$
\begin{equation*}
\xi(\tau)=\operatorname{cn}\left[\omega^{\mathrm{ND}}(\alpha) \tau, m(\alpha)\right] \tag{10}
\end{equation*}
$$

The frequency $\omega^{\mathrm{ND}}$ of the elliptic function and the parameter of the elliptic function $m$, which can take the values from the interval $-1<m<1$, are unknown functions of the power $\alpha$ and need to be specified.

Since it is known that the period of the cn Jacobi elliptic function is $4 K(m)$, where $K(m)$ is the complete elliptic integral of the first kind [33], the frequency $\omega^{\mathrm{ND}}(\alpha)$ can be related to this period by

$$
\begin{equation*}
\omega^{\mathrm{ND}}(\alpha)=\frac{4 K(m(\alpha))}{T_{\mathrm{eX}}^{\mathrm{ND}}(\alpha)} \tag{11}
\end{equation*}
$$

The parameter $m$ can be determined by finding the extremum of Hamilton's action integral [34]. The action integral is

$$
\begin{equation*}
I=\int_{0}^{K(m) / \omega^{\mathrm{ND}}} L \mathrm{~d} \tau \tag{12}
\end{equation*}
$$

with $L$ being the Lagrangian, which is defined as the kinetic energy of the system minus its potential energy

$$
\begin{equation*}
L=\frac{1}{2}\left(\frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}\right)^{2}-\frac{|\xi|^{\alpha+1}}{\alpha+1}=\frac{1}{2}\left(\omega^{\mathrm{ND}}\right)^{2} \operatorname{sn}^{2}\left[\omega^{\mathrm{ND}} \tau, m\right] \mathrm{dn}^{2}\left[\omega^{\mathrm{ND}} \tau, m\right]-\frac{\left|\mathrm{cn}\left[\omega^{\mathrm{ND}} \tau, m\right]\right|^{\alpha+1}}{\alpha+1} \tag{13}
\end{equation*}
$$

The upper boundary in Eq. (12) corresponds to one fourth of the exact period in Eq. (8). Along this interval, the solution described by Eq. (10) is always positive and the absolute value in the integrand can be omitted.

Substituting Eq. (13) into Eq. (12) and using Eq. (11), the action integral becomes

$$
\begin{equation*}
I(\alpha, m)=\frac{K(m)[(2 m-1) E(m)+K(m)-m K(m)] \Gamma\left(\frac{\alpha+3}{2(\alpha+1)}\right)}{3 \sqrt{2 \pi} m \sqrt{\alpha+1} \Gamma\left(\frac{\alpha+2}{\alpha+1}\right)}-\frac{\pi \Gamma\left(\frac{\alpha+2}{2}\right) \Gamma\left(\frac{\alpha+2}{\alpha+1}\right) \Phi_{1}}{2 \sqrt{2} \sqrt{1+\alpha} K(m) \Gamma\left(\frac{\alpha+3}{2(\alpha+1)}\right) \Gamma\left(\frac{\alpha+3}{2}\right)} \tag{14}
\end{equation*}
$$

where $E(m)$ denotes the complete elliptic integral of the second kind [33], and

$$
\begin{equation*}
\Phi_{1}={ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, \frac{3+\alpha}{2}, m\right), \tag{15}
\end{equation*}
$$

stands for the Gauss hypergeometric function [33].
Now, in the sense of the Ritz method [34], the action integral in Eq. (14) should be stationary. Its variation is

$$
\begin{equation*}
\delta I=\frac{\partial I(\alpha, m)}{\partial m} \delta m \equiv 0, \tag{16}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{\partial I}{\partial m} \equiv h(\alpha, m(\alpha))=\frac{2^{-(5+9 \alpha) / 2(1+\alpha)}}{a_{1}}\left[-4 a_{2}(1+\alpha) K^{2}(m) \Gamma\left(\frac{1}{2}+\frac{1}{1+\alpha}\right)^{2}-a_{3} a_{4}\right]=0 \tag{17}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{1}=3 \pi(m-1) m^{2} \sqrt{1+\alpha} K^{2}(m) \Gamma\left(\frac{2}{1+\alpha}\right),  \tag{18}\\
a_{2}=(2 m-1) E^{2}(m)-4(m-1) E(m) K(m)+3(m-1) K^{2}(m),  \tag{19}\\
a_{3}=\frac{3 \pi^{2} m}{\Gamma\left(\frac{3+\alpha}{2}\right)} 2^{-\alpha} \Gamma^{2}\left(\frac{1}{1+\alpha}\right) \Gamma(1+\alpha),  \tag{20}\\
a_{4}=\frac{1}{\Gamma\left(\frac{\alpha+3}{2}\right)}\left[E(m) \Phi_{1}+(m-1) K(m) \Phi_{2}\right], \tag{21}
\end{gather*}
$$

with $\Phi_{2}$ representing the following hypergeometric function:

$$
\begin{equation*}
\Phi_{2}={ }_{2} F_{1}\left(\frac{3}{2}, \frac{1}{2}, \frac{3+\alpha}{2}, m\right) \tag{22}
\end{equation*}
$$

It should be noted that the expression for $a_{1}$ imposes the condition $m \neq 0$, which corresponds to the linear restoring force. In this case, the solution in Eq. (10) simplifies to the trigonometric Cosine function, and thus, the condition defined by Eq. (16) is not needed. However, it can be shown that when $\alpha \longrightarrow 1$, Eq. (17) yields $m \longrightarrow 0$. For other cases, the function $h(\alpha, m(\alpha)$ ) given by Eq. (17) defines implicitly how the parameter $m$ depends on the power $\alpha$. This dependence is presented graphically in Fig. 1. In the case of a pure cubic oscillator, i.e. when $\alpha=3$, one has $m=0.5$, which is the well known result [28].

The parameter $m$ can be obtained by solving Eq. (17) numerically for a given value of the power $\alpha$, and then $\omega^{\text {ND }}$ can be calculated from Eq. (11). Their values corresponding to certain values of the power $\alpha$ are given in Table 1.

It is seen from Fig. 1 and Table 1 that for $\alpha$ higher than unity (over-linear case), the parameter $m$ is positive. When $\alpha$ is less than unity (under-linear case), the parameter $m$ is negative. As the parameter $m$ represents the square of the modulus $k$, i.e. $m=k^{2}$ [35], it follows is that $k$ is imaginary in the under-linear case. It should be noted that the Jacobi cn functions with an imaginary modulus can be converted into the one with the modulus whose value is in the range ( 0,1 ) by using [36]

$$
\begin{equation*}
\operatorname{cn}\left[k^{\prime} u, \frac{i k}{k^{\prime}}\right]=\frac{\operatorname{cn}[u, k]}{\operatorname{dn}[u, k]}, \tag{23}
\end{equation*}
$$

where $k^{\prime}=\sqrt{1-k^{2}}$. This transformation is important for the reader who would use symbolic software without inbuilt Jacobi functions with the imaginary modulus. However, contemporary computer algebra software recognizes Jacobi functions with the imaginary modulus and automatically performs this conversion.


Fig. 1. Parameter $m$ defined by Eq. (17) versus the power $\alpha$ and a circle indicates that $m=0$ when $\alpha=1$ and a dashed line that $m=\frac{1}{2}$ when $\alpha=3$.

Table 1
Values of the parameter $m$, frequency $\omega^{\mathrm{ND}}$ and correction factor $d$ for some values of the power $\alpha$.

| $\alpha$ | m Eq. (17) | $\omega^{\text {ND }}$ Eq. (11) | d Eq. (43) |
| :---: | :---: | :---: | :---: |
| 0 | -0.878083 | 0.942948 | 0.756691 |
| 1/10 | -0.737477 | 0.952046 | 0.717454 |
| 1/3 | -0.47129 | 0.969686 | 0.6415 |
| 1/2 | -0.321203 | 0.979709 | 0.597547 |
| 1.1 | 0.0478074 | 1.00263 | 0.484987 |
| 3/2 | 0.202556 | 1.00947 | 0.435285 |
| 2 | 0.337834 | 1.01129 | 0.390168 |
| 5/2 | 0.432067 | 1.00761 | 0.357573 |
| 3 | 0.5 | 1 | 1/3 |
| 7/2 | 0.550448 | 0.989667 | 0.314851 |
| 4 | 0.588907 | 0.97752 | 0.300438 |
| 9/2 | 0.618919 | 0.964235 | 0.28897 |
| 5 | 0.642829 | 0.950301 | 0.279679 |
| 6 | 0.678236 | 0.921786 | 0.265637 |



Fig. 2. Comparisons of the approximate solution given by (10), (11) and (17) (circles) with the numerical solution of the equation of motion (5) (solid line) and the first approximation from [14] (dotted line) for different values of the power $\alpha$ : (a) $\alpha=0$; (b) $\alpha=\frac{1}{3}$; (c) $\alpha=1.1$; (d) $\alpha=3.5$; (e) $\alpha=4.5$; and (f) $\alpha=6$.

In order to check the accuracy of the solutions obtained, the approximate solution defined by Eq. (10) is plotted in Fig. 2 for several values of the power $\alpha$ and it is depicted by circles. In addition, in Figs. 2a-f numerical solutions obtained by direct integration of Eq. (5) are also shown as solid lines, as well as the approximate solution that uses the Cosine function with the exact period [14], which is plotted as a dotted line. These comparisons illustrate excellent accuracy of the solution obtained, even for very small values of the power $\alpha$ or very high ones. However, this is when the first approximation in the form of the Cosine solution [14] fails to predict the response satisfactory, since the higher harmonics are not included into time histories, while the elliptic solution captures them well. It should also be emphasized that the solution obtained for the case $\alpha=0$ (Fig. 2a), which corresponds to the so-called antisymmetric oscillator, is in excellent agreement with the numerical one. Unlike its exact solution expressed in the form of a non-periodic square polynomial [21], the solution found herein has the form of a periodic function, which is thus valid for an arbitrary time interval. In order to present the match and the difference between the results clearly, only the solutions corresponding to one fourth of the period are shown, with the exception of the case $\alpha=1.1$ (Fig. 2c), when even a smaller time interval is plotted for clarity.

The approximate solution constructed for the conservative case can be used now as a generating solution for non-conservative oscillators.

## 3. Non-conservative oscillator: Krylov-Bogoliubov method

By introducing the non-dimensional variables given in Eqs. (4), (1) and (2) can be written down as

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \xi}{\mathrm{~d} \tau^{2}}+\varepsilon f\left(\xi, \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}\right)+\operatorname{sgn}(\xi)|\xi|^{\alpha}=0, \quad \xi(0) \equiv \bar{A}=1, \quad \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}(0)=0 \tag{24}
\end{equation*}
$$

where $\varepsilon f(\xi, \mathrm{~d} \xi / \mathrm{d} \tau)$ is the non-dimensional form of the force $F(x, \dot{x})$. It is assumed here that $\varepsilon \ll 1$, i.e. that the term $\varepsilon f(\xi, \mathrm{~d} \xi / \mathrm{d} \tau)$ represents a small perturbation of the conservative oscillator governed by Eq. (5).

In order to find the approximate solution of the non-conservative oscillators modelled by Eq. (24), the so-called generative solution is assumed in the form defined by Eq. (10), i.e. as $\xi=\bar{A} \operatorname{cn}\left[\omega^{\mathrm{ND}}(\alpha) \tau, m(\alpha)\right]$, and with the velocity given by

$$
\begin{equation*}
\frac{\mathrm{d} \xi}{\mathrm{~d} \tau}=-\omega^{\mathrm{ND}} \bar{A} \operatorname{sn}\left[\omega^{\mathrm{ND}} \tau, m\right] \operatorname{dn}\left[\omega^{\mathrm{ND}} \tau, m\right] \tag{25}
\end{equation*}
$$

which satisfy Eq. (24) exactly to zero order $(\varepsilon=0)$, i.e.

$$
\begin{gather*}
-\left(\omega^{\mathrm{ND}}\right)^{2} \bar{A} \operatorname{cn}\left[\omega^{\mathrm{ND}} \tau, m\right] \operatorname{dn}^{2}\left[\omega^{\mathrm{ND}} \tau, m\right]+\left(\omega^{\mathrm{ND}}\right)^{2} \bar{A} m \operatorname{sn}^{2}\left[\omega^{\mathrm{ND}} \tau, m\right] \operatorname{cn}\left[\omega^{\mathrm{ND}} \tau, m\right] \\
+\bar{A}^{\alpha} \operatorname{sgn}\left(\operatorname{cn}\left[\omega^{\mathrm{ND}} \tau, m\right]\right)\left|\operatorname{cn}\left[\omega^{\mathrm{ND}} \tau, m\right]\right|^{\alpha}=0 . \tag{26}
\end{gather*}
$$

It is assumed now that the non-dimensional amplitude (equal to unity for the conservative case) and phase (equal to zero for the conservative case) are not constant anymore, but change very slowly with time, so that the trial solution has the form

$$
\begin{equation*}
\xi(\tau)=a(\tau) \operatorname{cn}[\psi(\tau), m] \tag{27}
\end{equation*}
$$

with the unknown complete phase $\psi(\tau)$ being defined by

$$
\begin{equation*}
\psi(\tau)=\int \omega(a) \mathrm{d} s+\varphi(\tau) \tag{28}
\end{equation*}
$$

where the phase $\varphi(\tau)$ also needs to be determined.
Further, the frequency-amplitude relationship $\omega(a)$ can be found from the analogy with this relationship corresponding to the conservative case, which is the idea proposed by Cveticanin [14]. Eq. (9) implies that the period of conservative oscillators is proportional to $A^{(1-\alpha) / 2}$, where $A$ is the initial amplitude. Thus, the frequency is proportional to $A^{(\alpha-1) / 2}$. Bearing in mind that the non-conservative oscillators under consideration can be treated as small perturbation of the conservative ones, one can assume that their frequency changes with the amplitude in the same way

$$
\begin{equation*}
\omega(a)=\omega^{\mathrm{ND}} a^{(\alpha-1) / 2} \tag{29}
\end{equation*}
$$

but the amplitude $a$ slowly varies with time.
The next assumption of the Krylov-Bogoliubov method is that the time derivative of the solution from Eq. (27) has the same form as the velocity given by Eq. (25), i.e.

$$
\begin{equation*}
\frac{\mathrm{d} \xi}{\mathrm{~d} \tau}=-\omega a \mathrm{sn} \mathrm{dn} \tag{30}
\end{equation*}
$$

as a result of which the following constraint is derived

$$
\begin{equation*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau} \mathrm{cn}-a \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} \mathrm{sn} \mathrm{dn}=0, \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{sn} \equiv \operatorname{sn}[\psi(\tau), m], \quad \operatorname{cn} \equiv \operatorname{cn}[\psi(\tau), m], \quad \operatorname{dn} \equiv \operatorname{dn}[\psi(\tau), m] . \tag{32}
\end{equation*}
$$

In addition, the trial solution should satisfy the same condition as the generating one given by Eq. (26)

$$
\begin{equation*}
-\omega^{2} a \mathrm{cn}^{2}+\omega^{2} a m \mathrm{sn}^{2} \mathrm{cn}+a^{\alpha} \operatorname{sgn}(\mathrm{cn})|\mathrm{cn}|^{\alpha}=0 . \tag{33}
\end{equation*}
$$

Then, differentiating Eq. (30) once and substituting it into the equation of motion written in Eq. (24), gives

$$
\begin{gather*}
-\frac{\mathrm{d} a}{\mathrm{~d} \tau} \omega \operatorname{sndn}-a \frac{\mathrm{~d} \omega}{\mathrm{~d} \tau} \operatorname{sndn}-a \omega \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} \mathrm{cn}\left(1-2 m \mathrm{sn}^{2}\right)-\omega^{2} a \mathrm{cn} \mathrm{dn}^{2} \\
+\omega^{2} a m \mathrm{sn}^{2} \mathrm{cn}+a^{\alpha} \operatorname{sgn}(\mathrm{cn})|\mathrm{cn}|^{\alpha}=-\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sndn}) . \tag{34}
\end{gather*}
$$

Taking into account Eqs. (33) and (34) becomes

$$
\begin{equation*}
-\frac{\mathrm{d} a}{\mathrm{~d} \tau} \omega \operatorname{sndn}-a \frac{\mathrm{~d} \omega}{\mathrm{~d} \tau} \operatorname{sndn}-a \omega \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} \mathrm{cn}\left(1-2 m \mathrm{sn}^{2}\right)=-\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) . \tag{35}
\end{equation*}
$$

Combining Eqs. (31) and (35), one obtains

$$
\begin{align*}
& \frac{\mathrm{d} a}{\mathrm{~d} \tau} \omega\left[\mathrm{sn}^{2} \mathrm{dn}^{2}+\mathrm{cn}^{2}\left(1-2 m \mathrm{sn}^{2}\right)\right]+a \frac{\mathrm{~d} \omega}{\mathrm{~d} \tau} \mathrm{sn}^{2} \mathrm{dn}^{2}=\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \mathrm{sn} \mathrm{dn},  \tag{36}\\
& \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} a \omega\left[\mathrm{sn}^{2} \mathrm{dn}^{2}+\mathrm{cn}^{2}\left(1-2 m \mathrm{sn}^{2}\right)\right]+a \frac{\mathrm{~d} \omega}{\mathrm{~d} \tau} \mathrm{sncn} \mathrm{dn}=\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \mathrm{cn} . \tag{37}
\end{align*}
$$

The time derivative $\mathrm{d} \omega / \mathrm{d} \tau$ is obtained from Eq. (29):

$$
\begin{equation*}
\frac{\mathrm{d} \omega}{\mathrm{~d} \tau}=\omega(a) \frac{\alpha-1}{2 a} \frac{\mathrm{~d} a}{\mathrm{~d} \tau} \tag{38}
\end{equation*}
$$

Introducing Eq. (38) into Eqs. (36) and (37), gives

$$
\begin{gather*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau} \omega(a)\left[\mathrm{sn}^{2} \mathrm{dn}^{2} \frac{\alpha+1}{2}+\mathrm{cn}^{2}\left(1-2 m \mathrm{sn}^{2}\right)\right]=\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sndn}) \mathrm{sn} \mathrm{dn},  \tag{39}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} a \omega\left[\mathrm{sn}^{2} \mathrm{dn}^{2}+\mathrm{cn}^{2}\left(1-2 m \mathrm{sn}^{2}\right)\right]+\omega(a) \frac{\alpha-1}{2} \frac{\mathrm{~d} a}{\mathrm{~d} \tau} \mathrm{sncndn}=\varepsilon f(a \mathrm{cn},-a \omega \mathrm{sndn}) \mathrm{cn} . \tag{40}
\end{gather*}
$$

One can proceed by observing that Eqs. (39) and (40) are periodic in $\psi$ with period $4 K(m)$. Therefore, averaging over this period, one derives

$$
\begin{gather*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau}=\frac{1}{d} \frac{\varepsilon}{\omega(a)} \frac{2}{\alpha+3} \frac{1}{4 K(m)} \int_{0}^{4 K(m)} f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \operatorname{sn~dn~} \mathrm{d} \psi,  \tag{41}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau}=\frac{1}{d} \frac{\varepsilon}{2 a \omega(a)} \frac{1}{4 K(m)} \int_{0}^{4 K(m)} f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \mathrm{cn} \psi \psi, \tag{42}
\end{gather*}
$$

where $d$ is named a 'correction factor' after its constant value and is given by

$$
\begin{equation*}
d=\frac{(2 m-1) E(\theta, m)-4(m-1) K(m)}{12 m K(m)} \tag{43}
\end{equation*}
$$

with $E(\theta, m)$ being equal to the incomplete elliptic integral of the second kind and $\theta=\operatorname{am}[4 K(m), m]$ being the elliptic amplitude function.

By solving Eqs. (41) and (42), with the parameter $m$ calculated from Eq. (17), the solutions for the amplitude and phase of the oscillator in Eq. (24) can be obtained. On the basis of Eqs. (24) and (27), their initial values are

$$
\begin{equation*}
a(0)=1, \quad \psi(0)=0 . \tag{44}
\end{equation*}
$$

Finally, taking into account the relationships from Eq. (4), the solution for motion of Eq. (1) can be found.
Some remarks can be made here regarding the forms of Eqs. (41) and (42) for some special values of the power $\alpha$. In all of them, the correction factor appears, which represents a constant defined by Eq. (43) for the parameter $m$ specified by Eq. (17). Thus, this correction factor depends on the power $\alpha$, as illustrated in Fig. 3. Its values are also listed in Table 1 for some values of the power $\alpha$. When the oscillator is linear, i.e. $\alpha=1$, the parameter $m$ tends to zero, the elliptic function turns into a Cosine function and the correction factor d defined by Eq. (43) tends to $\frac{1}{2}$. Then, the well-known equations for the derivatives of the amplitude and phase of the classical Krylov-Bogoliubov method are derived [37]:

$$
\begin{align*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau} & =\frac{\varepsilon}{2 \pi} \int_{0}^{2 \pi} f(a \cos \psi,-a \omega \sin \psi) \sin \psi \mathrm{d} \psi  \tag{45}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} & =\frac{\varepsilon}{2 \pi a} \int_{0}^{2 \pi} f(a \cos \psi,-a \omega \sin \psi) \cos \psi \mathrm{d} \psi \tag{46}
\end{align*}
$$



Fig. 3. Correction factor $d$ defined by Eqs. (43) and (17) versus the power $\alpha$.

In the case of pure-cubic oscillators, i.e. when $\alpha=3$, one calculates $d=\frac{1}{3}$, which gives the following equation for the derivatives of the amplitude and phase:

$$
\begin{align*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau} & =\frac{\varepsilon}{\omega(a)} \frac{1}{4 K(1 / 2)} \int_{0}^{4 K(1 / 2)} f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \operatorname{sn~dn~} \mathrm{d} \psi  \tag{47}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau} & =\frac{3}{2} \frac{\varepsilon}{a \omega(a)} \frac{1}{4 K(1 / 2)} \int_{0}^{4 K(1 / 2)} f(a \mathrm{cn},-a \omega \mathrm{sn} \mathrm{dn}) \mathrm{cn} \mathrm{~d} \psi . \tag{48}
\end{align*}
$$

Eq. (47) coincides with the form derived in [29]. The expression for the phase given by Eq. (48) is slightly different from the one derived in $[29,30]$, which will be discussed later in Section 4.3.

The above special cases and their examination allows a fuller understanding of the generality of the derived equations for the amplitude and phase. The next section gives several examples that illustrate their use and advantages.

## 4. Examples

### 4.1. Polynomial damping force

When the damping force in Eq. (1) has the form

$$
\begin{equation*}
F(x, \dot{x})=b \operatorname{sgn}(\dot{x})|\dot{x}|^{\beta}, \tag{49}
\end{equation*}
$$

the non-dimensional coefficient $\varepsilon$ is

$$
\begin{equation*}
\varepsilon=\frac{b C^{(\beta-2) / 2}}{M^{\beta / 2}} X_{0}^{\beta(1+\alpha) / 2-\alpha} \tag{50}
\end{equation*}
$$

Three cases will be considered here $\beta=1,2$ and 0 , which correspond to linear viscous damping, quadratic damping and dry friction, respectively. They all belong to the so-called positive damping [38], as they cause the amplitude of the unforced motion to decrease. Of interest here is to obtain approximations for damped transient solutions of the oscillators with a non-negative real-power restoring force. It will be shown how the method proposed above helps in their physical understanding, which includes the change of their amplitudes and phases.

### 4.1.1. Linear damping

For the case of linear damping, one has $\beta=1, \varepsilon=(b / \sqrt{C M}) X_{0}^{(1-\alpha) / 2}$, so that Eqs. (41), (42) and (28) yield

$$
\begin{gather*}
a(\tau)=\exp \left(-\frac{2 \varepsilon}{\alpha+3} \tau\right)  \tag{51}\\
\varphi=0  \tag{52}\\
\psi(\tau)=\frac{\omega^{\mathrm{ND}}(\alpha+3)}{(\alpha-1) \varepsilon}\left(1-\exp \left(-\frac{\alpha-1}{\alpha+3} \varepsilon \tau\right)\right) . \tag{53}
\end{gather*}
$$

Eq. (51) implies that the amplitude changes exponentially with time. When $\varepsilon$ is fixed, the higher the values of the power $\alpha$, the higher the relative maxima of the amplitude.

If the equation of motion and the initial conditions are

$$
\begin{equation*}
\ddot{x}+\dot{x}+\pi \operatorname{sgn}(x)|x|^{3.5}=0, \quad x(0)=5, \quad \dot{x}(0)=0, \tag{54}
\end{equation*}
$$

the approximation for motion is

$$
\begin{equation*}
x(t)=5 \exp (-0.307692 t) \operatorname{cn}\left[34.0996\left(1-(\exp (-0.307692 t))^{1.25}\right), 0.550448\right] . \tag{55}
\end{equation*}
$$

This approximate solution is plotted in Fig. 4 in circles together with the numerical solution, which is shown as a solid line. Despite the fact that the decay of the oscillation is very rapid and that the nonlinearity in Eq. (54) is strong, there is very good agreement between the solutions. In order to quantify the difference between the analytical and numerical solutions, the percentage error is calculated between the relative extremum calculated numerically and the analytical result for the displacement corresponding to the time when this relative extremum is achieved. This error is then averaged for all the relative extrema shown in the figure where the solutions are plotted (this averaged percentage error will subsequently be referred to as $\tilde{\Delta})$. Thus, the averaged percentage error calculated for 9 extrema shown in Fig. 4 is $\tilde{\Delta}=0.023 \%$.

The approximate solution for the velocity $v(t)$, found by differentiating Eq. (55) is determined and plotted in circles in Fig. 5 together with the numerical solution (solid line). The agreement between the solutions is very good.

### 4.1.2. Quadratic damping

When $\beta=2$, the parameter $\varepsilon$ is $\varepsilon=(b / M) X_{0}$. By using Eq. (41), the solution for the amplitude is derived

$$
\begin{equation*}
a(\tau)=(1+\varepsilon \delta \tau)^{-2 /(\alpha+1)}, \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\frac{2 \omega^{\mathrm{ND}}(5-4 m)(\alpha+1)}{15 d(\alpha+3) K(m)} \tag{57}
\end{equation*}
$$

According to Eq. (56), the amplitude changes algebraically with time. If $\varepsilon$ is fixed, the higher the values of the power $\alpha$, the higher relative maxima of the amplitude.

The complete phase is obtained from Eqs. (42) and (28)

$$
\psi(\tau)=\frac{\omega^{\mathrm{ND}}(\alpha+1)}{2 \varepsilon \delta}\left(1-(1+\varepsilon \delta \tau)^{2 /(\alpha+1)}\right)
$$

The solution for motion of the oscillator

$$
\begin{equation*}
2 \ddot{x}+\operatorname{sgn}(\dot{x})(\dot{x})^{2}+\operatorname{sgn}(x)|x|^{2 \pi}=0, \quad x(0)=1, \quad \dot{x}(0)=0 . \tag{58}
\end{equation*}
$$

is

$$
\begin{equation*}
x(t)=(1+0.141298 t)^{-2 /(1+2 \pi)} \operatorname{cn}\left[16.651879\left(1-(1+0.141298 t)^{-2 /(1+2 \pi)}\right), 0.686102\right] . \tag{59}
\end{equation*}
$$

In Fig. 6 this approximate analytical and the numerical solution are plotted in circles and as a solid line, respectively. The amplitude curve defined by Eq. (56) is also presented. A very good match between the solutions is evident. The averaged percentage error calculated for 4 extrema shown in Fig. 6 is $\tilde{\Delta}=0.68 \%$.

In order to demonstrate that the procedure is also convenient and reliable for small values of $\alpha$, the following oscillator is considered:

$$
\begin{equation*}
4 \ddot{x}+0.5 \operatorname{sgn}(\dot{x}) \dot{x}^{2}+\operatorname{sgn}(x)|x|^{1 / 3}=0, \quad x(0)=1, \quad \dot{x}(0)=0, \tag{60}
\end{equation*}
$$



Fig. 4. Approximate solution for motion Eq. (55) (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (54) and dotted lines depicts the approximate solution for the amplitude (51).


Fig. 5. Approximate solution for velocity (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (54).


Fig. 6. Approximate solution for motion Eq. (59) (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (58) and dotted lines depicts the approximate solution for the amplitude Eq. (56).
the solution of which is

$$
\begin{equation*}
x(t)=\frac{\operatorname{cn}[13.2577-0.0668855 \sqrt{1+0.0243805 t}(198.214+4.83257 t),-0.47129]}{(1+0.0243805 t)^{3 / 2}} \tag{61}
\end{equation*}
$$

This solution is shown in Fig. 7 and a good match with the numerical solution is evident. For the extrema shown in this figure, the average percentage error is $\tilde{\Delta}=0.25 \%$.

### 4.1.3. Dry friction

For the case of dry friction, the force $F$ in Eq. (1) is given by $F=b \operatorname{sgn}(\dot{x})$, where the coefficient $b$ is proportional to the normal force. The dead zone is

$$
\begin{equation*}
-x_{d}<x<x_{d}, \quad x_{d}=\left(\frac{b}{C}\right)^{1 / \alpha} \tag{62}
\end{equation*}
$$

For this system, the parameter $\beta=0$ and hence, $\varepsilon=b /\left(C X_{0}^{\alpha}\right)$, which yields

$$
\begin{equation*}
-\varepsilon^{1 / \alpha}<\xi<\varepsilon^{1 / \alpha} \tag{63}
\end{equation*}
$$

By using Eq. (41), the solution for the amplitude is obtained

$$
\begin{equation*}
a(\tau)=(1-\varepsilon q \tau)^{2 /(\alpha+1)} \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\frac{(\alpha+1)}{\omega^{\mathrm{ND}} d(\alpha+3) K(m)} \tag{65}
\end{equation*}
$$

Comparing the amplitude law for the case of dry friction Eq. (64) with the one for quadratic damping Eq. (56), one can see that their exponents are, respectively, $2 /(1+\alpha)$ and $-2 /(1+\alpha)$, i.e. they are of the opposite sign. A base in these amplitude laws is a linear function of time, which in the case of dry friction has a negative slope, and in the case of quadratic damping the positive one.


Fig. 7. Approximate solution for motion Eq. (61) (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (60) and dotted lines depicts the approximate solution for the amplitude.


Fig. 8. Approximate solution for motion Eq. (70) (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (69); dotted lines depicts the approximate solution for the amplitude in Eq. (70) and gray dashed lines depict the dead zone defined by Eq. (62).

The complete phase derived from Eqs. (42) and (28) is

$$
\begin{equation*}
\psi(\tau)=\frac{\omega^{\mathrm{ND}}(\alpha+1)}{2 \alpha \varepsilon q}\left(1-(1-\varepsilon p \tau)^{2 \alpha /(1+\alpha)}\right) . \tag{66}
\end{equation*}
$$

It should be noted that Eq. (64) implies that there is the moment of time $\tau^{*}$ for which $a\left(\tau^{*}\right)=0$. It is defined by

$$
\begin{equation*}
\tau^{*}=\frac{1}{\varepsilon q} \tag{67}
\end{equation*}
$$

which is when the oscillations cease. As the power $\alpha$ increases, the value of $q$ defined by Eq. (65) increases, too, so that $\tau^{*}$ decreases.

In the special case when $\alpha=3$, one obtains the dimensional time

$$
\begin{equation*}
T_{\alpha=3}^{*}=\frac{X_{0}^{2} \sqrt{M C} K\left(\frac{1}{2}\right)^{2} \Gamma\left(\frac{3}{4}\right)}{2 \sqrt{2 \pi} b \Gamma\left(\frac{5}{4}\right)}, \tag{68}
\end{equation*}
$$

which coincides with the result given in [30] (p. 273, Table 1).
For the oscillator

$$
\begin{equation*}
\ddot{x}+0.2 \operatorname{sgn}(\dot{x})+\operatorname{sgn}(x) x^{2.5}=0, \quad x(0)=2, \dot{x}(0)=0, \tag{69}
\end{equation*}
$$

the approximate solution for motion is

$$
\begin{equation*}
x(t)=2(1-0.0583 t)^{0.571429} \mathrm{cn}\left[20.3359\left(1-(1-0.0583 t)^{1.42857}\right), 0.432066\right] \tag{70}
\end{equation*}
$$

This solution is presented in Fig. 8 together with the numerical solution (solid line). The match between them is good. For the extrema shown in this Fig. 8, the average percentage error is $\tilde{\Delta}=0.05 \%$.

### 4.2. Van der Pol damping

Here, the case of damping related to the van der Pol oscillator is considered. This nonlinear damping mechanism dissipates energy for large displacements and feeds energy for small displacements, as a results of which the system reaches a limit cycle. Of interest here is to obtain analytically the solution for transient motion as well as the amplitude of the limit cycle of the systems with a fractional-order restoring force.

The damping function in Eq. (1) is assumed as $F(x, \dot{x})=\gamma\left(r^{2} x^{2}-p^{2}\right) \dot{x}$. In this case, it is convenient to introduce the nondimensional displacement as $\xi=r x / p$ and the non-dimensionless time as $\tau=t /\left(\sqrt{M / C}(p / r)^{\left(1-\alpha_{0} / 2\right.}\right)$, so that the equation of motion and the initial conditions get the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \xi}{\mathrm{~d} \tau^{2}}+\varepsilon\left(\xi^{2}-1\right) \frac{\mathrm{d} \xi}{\mathrm{~d} \tau}+\operatorname{sgn}(\xi)|\xi|^{\alpha}=0, \quad \xi(0)=\frac{r}{p} X_{0}, \quad \frac{\mathrm{~d} \xi}{\mathrm{~d} \tau}(0)=0 \tag{71}
\end{equation*}
$$

where the well-known form of the van der Pol damping term can be recognized [38], and where

$$
\begin{equation*}
\varepsilon=\frac{1}{\sqrt{M C}} \gamma p^{2}\left(\frac{p}{r}\right)^{(1-\alpha) / 2} \tag{72}
\end{equation*}
$$

Using Eq. (41) gives

$$
\begin{equation*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau}=\frac{2 \varepsilon}{(\alpha+3)} a\left(1-B a^{2}\right) \tag{73}
\end{equation*}
$$

where

$$
\begin{equation*}
B=\frac{2[1+m(m-1)] E(\theta, m)-4[2+m(m-3)] K(m)}{5 m[(2 m-1) E(\theta, m)-4(m-1) K(m)]} \tag{74}
\end{equation*}
$$

It is interesting to note that when $\alpha \longrightarrow 1$, one has $m \longrightarrow 0$ and $B \rightarrow \frac{1}{4}$. In this way, the well-known expression for the amplitude equation on the classical van der Pol oscillator with a linear restoring force is obtained $[39,40]$

$$
\begin{equation*}
\frac{\mathrm{d} a}{\mathrm{~d} \tau}=\frac{\varepsilon}{2} a\left(1-\frac{1}{4} a^{2}\right) \tag{75}
\end{equation*}
$$

After integrating Eq. (73), one finds

$$
\begin{equation*}
a(\tau)=\frac{1}{\sqrt{\exp (-D \tau)\left(\frac{1}{a_{0}^{2}}-B\right)+B}} \tag{76}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\frac{4 \varepsilon}{\alpha+3} \tag{77}
\end{equation*}
$$

The steady-state amplitude $a^{*}$, i.e. the amplitude of the limit cycle follows from Eq. (76) for $\tau \longrightarrow \infty$ :

$$
\begin{equation*}
a^{*}=B^{-1 / 2} \tag{78}
\end{equation*}
$$

The change of this amplitude with the parameter $\alpha$ is plotted in Fig. 9 in circles. This solution is in excellent agreement with the numerical solution presented as a solid line. As $\alpha$ increases, the amplitude of the limit cycle slowly decreases. For $\alpha<1$,


Fig. 9. Steady-state amplitude of the oscillator with van der Pol damping obtained approximately Eqs. (74) and (78) (circles) and the numerical solution (solid line).
one has $a^{*}>2$, and for $\alpha>1$, it is $a^{*}<2$. It should be noted that this dependence is obtained in the first approximation. However, when one wants to determine it by using trigonometric functions, the second approximation is needed. This is because the first approximation of the solution in trigonometric functions does not show the influence of the power of the restoring force on the amplitude of the limit cycle [21], while the approximation obtained here does.

By using Eqs. (42) and (28), the complete phase is obtained

$$
\begin{equation*}
\psi(\tau)=\frac{4 \omega^{\mathrm{ND}}}{D(\alpha-1)}\left[-\tilde{B}^{(1-\alpha) / 4} \Phi_{3}+\left(\frac{B+\tilde{B} \exp (-D \tau)}{1+\frac{B}{\tilde{B}} \exp (D \tau)}\right)^{(1-\alpha) / 4} \Phi_{4}\right] \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{B}=\frac{1}{a_{0}^{2}}-B, \tag{80}
\end{equation*}
$$

with $a_{0}=r X_{0} / p ; \Phi_{3}$ and $\Phi_{4}$ are the following hypergeometric functions

$$
\begin{gather*}
\Phi_{3}={ }_{2} F_{1}\left(\frac{\alpha-1}{4}, \frac{\alpha-1}{4}, \frac{\alpha+3}{4},-\frac{B}{\tilde{B}}\right),  \tag{81}\\
\Phi_{4}={ }_{2} F_{1}\left(\frac{\alpha-1}{4}, \frac{\alpha-1}{4}, \frac{\alpha+3}{4},-\frac{B}{\tilde{B}} \exp (D \tau)\right) . \tag{82}
\end{gather*}
$$

Next, the following oscillator is considered:

$$
\begin{equation*}
\ddot{x}-2\left(0.16-0.04 x^{2}\right) \dot{x}+3 \operatorname{sgn}(x)|x|^{5 / 2}=0, \quad x(0)=0.5, \quad \dot{x}(0)=0 \tag{83}
\end{equation*}
$$

and its numerically obtained motion is plotted in Fig. 10 together with the approximate solution defined by Eqs. (76) and (79). Figs. 10a shows the initial transient motion reaching the steady-state amplitude and the analytically obtained amplitude given by Eq. (76) being its envelope. In Fig. 10b both numerical and analytical time histories are shown in the steady state, confirming excellent agreement between the solutions. The amplitude of the steady-state solution calculated from Eq. (78) is $a_{a p r}^{*}=3.85331$, while the value found by integrating the equation of motion numerically is $a_{n u m}^{*}=3.85233$.


Fig. 10. Approximate solution for motion (circles) and the numerical solution (solid line) of the oscillator modelled by Eq. (83) and dotted lines depicts the approximate solution for the amplitude Eqs. (76) and (78): (a) transient solution and (b) steady-state solution.

The percentage error $\Delta$ is

$$
\begin{equation*}
\Delta=\left|\frac{a_{a p r}^{*}-a_{n u m}^{*}}{a_{n u m}^{*}}\right| \times 100 \approx 0.025 \% \tag{84}
\end{equation*}
$$

which can be considered as negligible.

### 4.3. Perturbative term is a linear function of the displacement

In this section, the force $F$ in Eq. (1) is assumed in the form

$$
\begin{equation*}
F=c x \tag{85}
\end{equation*}
$$

where $c$ is a constant that need not be small. After introducing the non-dimensional variables from Eq. (4), the parameter in front of the linear term is

$$
\begin{equation*}
\varepsilon=\frac{c}{C} X_{0}^{1-\alpha} \tag{86}
\end{equation*}
$$

Using Eqs. (41) and (42), leads to

$$
\begin{gather*}
a=1,  \tag{87}\\
\varphi(\tau)=\frac{\varepsilon[E(\theta, m)+4(m-1) K(m)]]}{8 m d \omega^{\mathrm{ND}} K(m)} \tau, \tag{88}
\end{gather*}
$$

where the fact that $\varphi(0)=0$ has been used.
The following oscillator is considered:

$$
\begin{equation*}
\ddot{x}+x^{3}+0.1 x=0, \quad x(0)=1, \quad \dot{x}(0)=0 . \tag{89}
\end{equation*}
$$

Its solution obtained by employing Eqs. (87), (88) and (4) is

$$
\begin{equation*}
x(t)=\operatorname{cn}\left[1.0685419 t, \frac{1}{2}\right] . \tag{90}
\end{equation*}
$$

In [30], the authors examined the same equation on the basis of the first-order differential equation for the amplitude which corresponds to Eq. (47), and the equation for the phase

$$
\begin{equation*}
\frac{\mathrm{d} \varphi^{Y B}}{\mathrm{~d} \tau}=\frac{\varepsilon}{a \omega} \frac{1}{4 K(1 / 2)} \int_{0}^{4 K(1 / 2)} f(a \mathrm{cn},-a \omega \operatorname{sn~} \mathrm{dn}) \mathrm{cn} \mathrm{~d} \psi . \tag{91}
\end{equation*}
$$

Their solution for motion is

$$
\begin{equation*}
x^{Y B}(t)=\operatorname{cn}\left[1.0456946 t, \frac{1}{2}\right], \tag{92}
\end{equation*}
$$

which is shown in Fig. 11 as a dashed line. The exact numerical solution is present also in this figure by solid lines, while the solution defined by Eq. (90), obtained by the method proposed in this paper, is plotted in circles. The difference between the approximate solutions given by Eqs. (90) and (92) stems from value of the correction factor $d$, which appears in the expression for the phase found herein defined by Eq. (48). By comparing the equations for the phase, one can notice that the factor $\frac{3}{2}$ occurs in Eq. (48), while in Eq. (91) it does not. This correction factor plays an important role in obtaining the accurate solution as illustrated in Fig. 11a, and, particularly, in Fig. 11b. Fig. 11b shows all these solutions for a longer period of time. The significant difference between the solution $x^{Y B}(t)$ and the exact one is seen, while the solution obtained herein $x(t)$ defined by Eq. (90) agrees well with the numerical solution. Consequently, it is suggested that the phase of a pure-cubic oscillator should be calculated from Eq. (48) derived herein, instead of the expression given in [29,30].

## 5. Conclusions

In this paper, the oscillators with a non-negative real-power restoring force have been considered. The approximate solution for the motion of conservative oscillators has been expressed in the form of the Jacobi elliptic function. Its frequency has been obtained from the energy conservation law. The parameter of the elliptic function has been calculated by using Hamilton's variation principle and the stationary condition of the action integral. It has been shown that it has negative values when the power of the restoring force is less than unity and positive values when it is higher than unity. This solution has been used as a generating one for finding the motion of non-conservative oscillators. The equations for the amplitude and phase have been obtained by adjusting the Krylov-Bogoliubov method.

Unlike the existing techniques, the methods developed in this paper for conservative and non-conservative oscillators do not have any limitations regarding the value of the power of the nonlinear restoring force, which can have any nonnegative real value. Their application is, thus, wider, and includes not only some generic nonlinear oscillators, such as the antisymmetric, pure quadratic or pure cubic oscillators, but also those with a non-integer-power restoring force. As expressed in the form of the Jacobi cn elliptic function, the solution for motion includes higher harmonics and has excellent accuracy with respect to the exact numerical solution.


Fig. 11. Plots of the approximation given by Eq. (92) from [30] (dashed line) and the approximation given by Eq. (90) (circles) and the numerical solution of Eq. (89) (solid line) versus $t$ : (a) at the beginning of motion and (b) after some longer period of time.

Several examples have demonstrated the applicability of the methods proposed to a wide range of oscillators with different powers of the restoring force and different forms of non-conservative forces. The amplitude and phase of the arbitrary-power oscillators with linear and viscous damping as well as with dry friction have been derived, which represent new results with research and reference values. The steady-state amplitude of the arbitrary-power oscillator with van der Pol damping is a new result, too. This amplitude has been calculated as the function of the power of the restoring force and has excellent accuracy. It has also been demonstrated that in comparison to the existing result for the first-order differential equation for the phase of non-conservative pure cubic oscillators, the equation proposed here yields better results which are valid for longer time intervals. Hence, the improved version of this equation has been suggested.
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